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Expectation of Joint Random Variables

When we have two random variables X ,Y described
jointly, we can take the expectation of functions of both,
g(X ,Y ).

For discrete:

E [g(X ,Y )] =
∑
i

∑
j

g(ai , bj)P(X = ai ,Y = bj)

For continuous:

E [g(X ,Y )] =

∫ ∞
−∞

∫ ∞
−∞

g(x , y)f (x , y)dx dy
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Linearity of Expectation Revisited

Let g(X ,Y ) = rX + sY . Then:

E [rX + sY ] =
∑
i

∑
j

(rai + sbj)P(X = ai ,Y = bj)

= rE [X ] + sE [Y ]

Why? Follows from rearranging the summation and
marginalizing.
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Covariance

Definition:

Cov(X ,Y ) = E [(X − E [X ])(Y − E [Y ])]

Cov(X ,X ) = Var(X )

Positive ⇒ variables go in same direction

Negative ⇒ variables go in opposite directions

Example: Y = X and Y = −X

Cov(X ,Y ) = −Var(X )
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Covariance

Definition:

Cov(X ,Y ) = E [(X − E [X ])(Y − E [Y ])]

Alternative Definition:

Cov(X ,Y ) = E [XY ]− E [X ]E [Y ]

Exercise: Prove these two formulas for Cov(X ,Y ) are
equal.
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Variance of a Sum

Does Var(X + Y ) = Var(X ) + Var(Y )?

Var(X + Y ) = Var(X ) + Var(Y ) + 2Cov(X ,Y )

So it’s true only if Cov(X ,Y ) = 0.
Notation:

σ2X = Var(X ), σX ,Y = Cov(X ,Y )
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Covariance and Independence

Important Fact: If X and Y are independent, then
Cov(X ,Y ) = 0 (Why?)

Tricky Fact: Cov(X ,Y ) = 0 does not imply
independence!
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Correlation

Problem: Covariance scales with variables

Solution: Correlation

ρ(X ,Y ) =
Cov(X ,Y )√
Var(X ) Var(Y )

Invariance:
ρ(rX , sY ) = ρ(X ,Y )

Interpretation: Correlation is scale-free measure of
dependence
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Bivariate Gaussian Distribution

If X ∼ N(µx , σx) and Y ∼ N(µy , σy) and independent:

f (x , y) =
1

2πσxσy
exp

(
−1
2

[
(x − µx)2

σ2x
+

(y − µy)2

σ2y

])

Correlated Case:

f (x , y) =
1

2πσxσy
√

1− ρ2
· exp

(
− 1

2(1− ρ2)[
(x − µx)2

σ2x
+

(y − µy)2

σ2y
− 2ρ(x − µx)(y − µy)

σxσy

])
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Summary

Covariance

Cov(X ,Y ) = E[XY ]− E[X ] E[Y ]

Correlation

ρ(X ,Y ) =
Cov(X ,Y )√
Var(X ) Var(Y )

Variance of Addition

Var(X + Y ) = Var(X ) + Var(Y ) + 2Cov(X ,Y )

Instructor: Shandian Zhe Covariance, Correlation, Bivariate Gaussians March 25, 2025 10 / 10



Summary

Covariance

Cov(X ,Y ) = E[XY ]− E[X ] E[Y ]

Correlation

ρ(X ,Y ) =
Cov(X ,Y )√
Var(X ) Var(Y )

Variance of Addition

Var(X + Y ) = Var(X ) + Var(Y ) + 2Cov(X ,Y )

Instructor: Shandian Zhe Covariance, Correlation, Bivariate Gaussians March 25, 2025 10 / 10



Summary

Covariance

Cov(X ,Y ) = E[XY ]− E[X ] E[Y ]

Correlation

ρ(X ,Y ) =
Cov(X ,Y )√
Var(X ) Var(Y )

Variance of Addition

Var(X + Y ) = Var(X ) + Var(Y ) + 2Cov(X ,Y )

Instructor: Shandian Zhe Covariance, Correlation, Bivariate Gaussians March 25, 2025 10 / 10


