
Asmt 1: Hash Functions and PAC Algorithms
Turn in (a pdf) through GradeScope by 1pm:

Wednesday, January 15

Overview
In this assignment you will experiment with random variation over discrete events.

Beyond experimenting with concepts covered in the lecture, the point of this assignment is guidance on
how to work with randomization within algorithms (and data). There are no longer clear unit tests you
can write, and it is not always easy to verify by eye if your code is working correctly. Making it more
challenging, if you do not fix a random seed, then each time you run the code it should produce different
results. So what should you do? There are two main parts:

1. run the algorithm multiple times (with different random seeds), and look at the distribution of outputs
(not just one output run)

2. understand the mathematical/probabilistic analysis of the phenomena, and compare that to the distri-
butional output.

You will do both in this assignment.

As usual, it is recommended that you use LaTeX for your assignment report. If you do not, you may
lose points if your assignment is difficult to read or hard to follow. Find a sample form in this directory:
https://www.overleaf.com/read/gvhwtfkfvvrk#39dae7

Click here for an example template specifically created for this assignment.

1 Birthday Paradox (35 points)
Consider a domain of size n = 5000.

A: (5 points) Generate random numbers in the domain [n] until two have the same value. How many
random trials did this take? We will use k to represent this value.

B: (10 points) Repeat the experiment m = 300 times, and record for each time how many random trials
this took. Plot this data as a cumulative density plot where the x-axis records the number of trials required k,
and the y-axis records the fraction of experiments that succeeded (a collision) after k trials. The plot should
show a curve that starts at a y value of 0, and increases as k increases, and eventually reaches a y value of 1.

Below is an example of how to create a CDF plot in Python:
1 import matplotlib.pyplot as plt
2 def cdf(data):
3 """Calculates the empirical CDF of a given dataset."""
4 # Calculate the length of the data
5 n = len(data)
6 # Create a list of CDF values
7 cdf_values = []
8 for i, x in enumerate(data):
9 cdf_values.append((i+1) / n)

10 return cdf_values
11 # Example usage
12 data = [1, 3, 2, 5, 4]
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13 x, y = cdf(data)
14 plt.step(x, y, where="post")
15 plt.xlabel("Data")
16 plt.ylabel("CDF")
17 plt.title("Empirical CDF")
18 plt.show()

Listing 1: Question 2D

C: (10 points) Empirically estimate the expected number of k random trials in order to have a collision.
That is, add up all values k, and divide by m.

D: (10 points)

i. (2 points) Describe how you implemented this experiment and how long it took for n = 5000 and
m = 300 trials.

ii. (8 points) Show a plot of the run time as you gradually increase the parameters n and m. (For at least
3 fixed values of m between 300 and 10,000, plot the time as a function of n.) You should be able to
reach values of n = 1,000,000 and m = 10,000.

2 Coupon Collectors (35 points)
Consider a domain [n] of size n = 300.

A: (5 points) Generate random numbers in the domain [n] until every value i ∈ [n] has had one random
number equal to i. How many random trials did this take? We will use k to represent this value.

B: (10 points) Repeat step A for m = 400 times, and for each repetition record the value k of how many
random trials we required to collect all values i ∈ [n]. Make a cumulative density plot as in 1.B.

C: (10 points) Use the above results to calculate the empirical expected value of k.

D: (10 points)

i. (2 points) Describe how you implemented this experiment and how long it took for n = 300 and
m = 400 trials.

ii. (8 points) Show a plot of the run time as you gradually increase the parameters n and m. (For at least
3 fixed values of m between 400 and 5,000, plot the time as a function of n.) You should be able to
reach n = 20,000 and m = 5,000.

3 Comparing Experiments to Analysis (30 points)
A: (15 points) Calculate analytically (using formulas from the notes in L2 or elsewhere, but then cite your
source) the number of random trials needed so there is a collision with probability at least 0.5 when the
domain size is n = 5000. There are a few formulas stated with varying degree of accuracy, you may use any
of these – the more precise the formula, the more sure you may be that your experimental part is verified, or
is not (and thus you need to fix something).
[Show your work, including describing which formula you used.]

How does this compare to your results from 1.C?
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B: (15 points) Calculate analytically (using formulas from the notes in L2 or elsewhere, but then cite
your source) the expected number of random trials before all elements are witnessed in a domain of size
n = 300? Again, there are a few formulas you may use – the more precise, the more confidence you might
have in your experimental part.
[Show your work, including describing which formula you used.]

How does this compare to your results from 2.C?

4 BONUS : Double Coupon Day (2 points)
Extend the coupon collector analysis to when you need to see each value in [n] (e.g., for n large) at least
twice. To get full credit you should attempt to resolve the constant in front of the leading term.

[Make sure to show your work – AI-based tools are not permitted.]
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