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Abstract

This thesis develops a method for incorporating drift and gain estimates into a

Gaussian process model PM2.5 with respect to space and time within the Salt Lake

Valley. Currently, there is a low-cost, large-scale sensor network collecting PM2.5

data in the Salt Lake Valley. Each sensor within the network is susceptible to gain

and drift. Furthermore, two high-accuracy, high-cost national weather stations are

collecting PM2.5 readings, but they are reliable, i.e., not susceptible to noise, gain,

or drift. Our goal is to use the sensor network in tandem with the national weather

stations to build an accurate model of the PM2.5 in the Salt Lake City Valley.

In this thesis, we assume that gain is constant throughout the sensor network and

that each sensor has its own drift that is changing in time. Furthermore, we used a

second Gaussian process to model the drift for our sensor network. We evaluated the

effectiveness of three different optimization strategies’ ability to retrieve the underly-

ing data from a synthetic data set. The first optimization strategy calculates gain and

drift using a alternating fixed-point algorithm. The second optimization strategy uses

an optimizer to find the gain while drift is changed to be dependent upon gain. Lastly,

we progressed the second optimization strategy by also having the optimizer find the

bandwidths of our kernel function, the third optimization strategy.
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The tests on synthetic data showed the proposed optimization strategies can dras-

tically outperform a naive Gaussian process with no corrections for gain and drift.

Furthermore, we tested the proposed optimization strategies to determine if the num-

ber of sensors in the sensor network is more impactful than the number of ground truth

points in reducing the average error in the whole synthetic data set. We then evalu-

ated the effects of noise and drift bandwidth on the quality of the model produced by

the proposed optimization strategies. Lastly, we tested the model on the Salt Lake

Valley sensor network. In conclusion, the proposed optimization strategies were able

to, under supportive conditions, accurately calibrate the sensor network and were able

to more accurately model the synthetic data than a naive Gaussian process under any

reasonable condition.
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